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Abstract— When we interact with fluid media, e.g., with
our hands, we experience a spatially and temporally varying
pressure field on our skin, which depends on the density and
viscosity of the fluid, as well as the relative motion between
our hands and the surrounding flow. Ultrasound phased arrays
stimulate skin in mid air by controlling pressure waves at par-
ticular spatial locations. In this work, we explore the connection
between the pressure-based stimulation of ultrasound haptics
and the actual pressure field experienced when interacting
with fluid media, to devise a novel algorithm for ultrasound-
based rendering of tactile interaction with fluids. Our algorithm
extracts the target pressure field on a virtual hand from an
interactive fluid simulation, and formulates the computation of
the rendered pressure as an optimization problem. We have
designed an efficient solver for this optimization problem, and
we show results of interactive experiments with several fluid
simulations.

I. INTRODUCTION

Ultrasound haptics enjoys the ability to produce direct
touch sensations on the skin in mid air, i.e., without the need
to hold or wear a haptic device [12], [19]. It employs an
array of ultrasound transducers as actuators, which produce
high-frequency pressure waves in the space around the
device. By modulating the activation of the transducers, it is
possible to aggregate the pressure waves at specific points in
space, and thus create focal pressure points. Pressure reaches
perceivable values at such focal points, and produces a touch
sensation in mid air. By eliminating the need to hold or wear
a haptic device, ultrasound haptics promises the possibility
of a more immersive and scalable virtual touch experience.
Ultrasound haptics also suffers evident limitations, however.
The forces they exert on skin are subtle and cannot impose
constraints on the user’s motion.

Fluids appear as an interesting phenomenon to be rendered
using ultrasound haptics, as they can be moved around
without constraining the user’s motion. When we interact
with fluids, e.g., with our hands, we experience a temporally
and spatially varying pressure field on our skin. This pressure
field is the combined result of our own motion, the inherent
properties of the fluid (i.e., density and viscosity), and the
dynamic state of the fluid (i.e., velocity).

Rendering the tactile interaction with fluids using ultra-
sound haptics can be formulated as a problem of dynamically
reproducing the pressure field on the user’s skin. This prob-
lem comes with two major challenges. One is to perform a
real-time fluid simulation with moving objects (i.e., the user’s
hands) and dynamically extract the pressure field on the skin.
The other one is to dynamically optimize the actuation of the
transducers to approximate the pressure field on the skin.

Fig. 1: On the left image, a user interacts with a fluid
simulation. His hand is tracked and mapped to a virtual hand
that stirs the simulated fluid. We propose a novel tactile
rendering algorithm that extracts the pressure field on the
virtual hand (bottom right), and optimizes a pressure field
(top right) that is rendered to the user with the ultrasound
phased array shown in the left image.

In this work, we propose an algorithm for ultrasound
rendering of tactile interaction with fluids. We characterize
the actuation of ultrasound haptics using a set of focal points,
and we optimize the location and intensity of such focal
points to best approximate the pressure field on the skin.
We devise efficient methods to extract the skin pressure field
from the fluid simulation and optimize the focal points at
high update rates, and hence produce a responsive experience
while dynamically interacting with a virtual fluid.

We have implemented our ultrasound tactile rendering
method on an Ultrahaptics STRATOS device. We demon-
strate example interactions where the user interacts with
a fluid container of 100 x 100 x 100 cells, with the fluid
simulation running at 90Hz and tactile rendering at 30Hz.

II. RELATED WORK
A. Ultrasound Haptics

Ultrasound phased arrays achieve mid-air stimulation
through a phenomenon known as acoustic radiation pressure.
Multiple ultrasound transducers, producing an ultrasound
wave of the same frequency, are modulated in phase to
achieve maximal combined pressure intensity at a certain
location in space, known as the focal point. The focus of
the ultrasound wave is determined by its wavelength (e.g.,
8.5mm for 40kHz ultrasound). Iwamoto et al. [14] were the
first to exploit this principle for mid-air haptic stimulation,
limited to a fixed focal point. Hoshi et al. [12] leveraged



the approach to produce moving focal points by temporally
varying the modulation of the transducers.

The mid-air interaction capabilities of ultrasound haptics
have enabled some unprecedented applications. One of them
is the interaction with floating images produced with 3D
displays [20], giving to the user the illusion of seeing
and touching a virtual object in a fully co-located and
natural manner. By tiling ultrasound phased arrays in 3D,
the approach has been extended to enable tactile interaction
with holograms [13].

The pressure wave at a focal point can be expressed
as a complex-valued linear function of the amplitudes and
phases of the waves emitted by the transducers. Given target
pressure waves at a set of focal points, it is possible to
obtain the optimal emitted waves by solving a quadratic
optimization. However, typically only the target amplitudes
are given, which makes the problem nonlinear. Inoue et
al. [13] compare solutions to this problem from the field
of scattering diffraction imaging. Long et al. [19] found an
efficient solution that instead uses the original linear function
directly, finding first optimal phases at the control points
by solving an eigenproblem. They refer to their method for
controlling the pressure intensity at focal points as amplitude
modulation.

Korres and FEid [16] proposed a new control method
for ultrasound phased arrays. Instead of matching a target
pressure at a set of focal points, they moved a single focal
point at high speed to produce shapes in 3D. This approach
has also been applied by Kappus and Long [15], who call it
spatiotemporal modulation. In this control strategy, given a
target shape, there is a dependency between the refresh rate
and the velocity of the focal point. These parameters must
be tuned for optimal sensitivity.

Neither amplitude modulation nor spatiotemporal modula-
tion alone satisfy the needs of our rendering problem. They
cannot control a spatially varying pressure field. As discussed
later in Section III-A, we base our rendering algorithm on
amplitude modulation, but we optimize the location and
intensity of focal points in a dynamic manner to match the
interaction occurring in a fluid simulation.

Several works have analyzed perceptual aspects of ultra-
sound haptic stimulation, as well as performance implica-
tions of algorithmic parameters. When interacting with skin
tissue, the pressure exerted by the acoustic waves induces
shear deformation of the skin, which triggers mechanore-
ceptors. To maximize tactile sensation, the ultrasound waves
are modulated at a frequency corresponding to the peak
sensitivity of mechanoreceptors (200Hz to 300Hz). Carter et
al. [2] studied how to position secondary focal points of low
pressure to eliminate spurious pressure maxima within the
device workspace. They also analyzed the ability of subjects
to discriminate focal points. Wilson et al. [26] studied the
ability of subjects to locate focal points and the perception of
motion, and they found, for example, an average localization
error of 8.5mm. Hasegawa and Shinoda [11] have analyzed
the pressure fields actually produced by ultrasound phased
arrays, as well as perceptual detection thresholds.

Recent studies have analyzed the effects of rendering
parameters of spatiotemporal modulation. Frier et al. [8]
found that there is some optimal focal point speed (between 5
and 8 m/s in their experiments) to maximize skin sensitivity.
Recently, they have analyzed the combined influence of spa-
tial and temporal sampling in spatiotemporal modulation [9].

B. Other Mid-Air Actuation Methods

Ultrasound is not the only stimulation technology for mid-
air interaction. Other possibilities are to emit air vortex
rings [23], [10], or to induce thermoelastic effects using a
laser [17]. Some authors have also researched the use of
electromagnetic fields, although this approach requires the
user to wear magnetic disks [28].

Beyond mid-air actuation methods, other actuation tech-
nologies also offer the possibility to stimulate skin directly,
mimicking direct touch. A recent survey is provided in [22].

C. Haptic Rendering of Fluid Media

Haptic rendering of tool-based interaction with fluids
has received large attention. The various existing methods
address the challenge of running interactive fluid simulations,
and they propose different coupling strategies between the
haptic device and the simulated tool. Baxter and Lin [1]
developed a 2D fluid simulation with haptic interaction,
where they applied to the device the forces aggregated on the
boundary of the simulated tool. Dobashi et al. [6] developed
a method that combines a real-time computation of linear
force terms with precomputed nonlinear force terms. Mora
and Lee [21] computed a real-time 3D fluid simulation, and
mapped viscous forces to the haptic device.

The advent of GPUs as computational platforms has
allowed richer interactive methods. Yang et al. [27] leveraged
this technology, and implemented methods to accumulate
grid forces on the simulated tool directly on the GPU. Cirio
et al. [4] performed a particle-based simulation of the fluid
on the GPU, and used a virtual coupling method to transfer
fluid forces on the simulated tool to the haptic device.

As far as we know, all previous work on haptic interaction
with fluid media is limited to tool-based interaction, and no
work has addressed direct-touch interaction, let alone mid-
air interaction through ultrasound haptics. One tangentially
related work is the use of vibrotactile feedback to render the
interaction with splashing fluids, conveying the vibrations
produced by air bubbles [3].

III. RENDERING BASED ON PRESSURE FIELD
OPTIMIZATION

Without loss of generality, we assume that the user inter-
acts with the simulated fluid using one hand. Then, the hand
of the user is tracked in real-time, and a virtual replica of the
hand is moved within the fluid simulation. The motion of the
virtual hand, together with the properties and the motion of
the fluid, produce a temporally and spatially varying pressure
field on its surface. Ultrasound phased arrays are capable
of producing a spatial pressure field. Therefore, we choose
to render the tactile interaction between the user and the



simulated fluid by matching the pressure field produced by
the ultrasound device to the pressure field on the user’s
virtual hand.

We start this section by characterizing the pressure field
produced by the device, according to the control method of
choice. Then, we define the target pressure field, which is
constrained to the surface of the hand visible from the device.
Finally, we formulate an optimization problem to compute
the rendering output, and we provide an efficient solution
algorithm.

A. Command and Stimuli of Ultrasound Haptic Devices

As discussed in the previous section, ultrasound phased
arrays can be controlled in two ways. In amplitude modula-
tion mode, the ultrasound device is controlled by setting the
amplitude of the pressure wave at a small number of focal
points. In spatiotemporal modulation mode, the ultrasound
device is controlled by indicating a region in space where
the pressure wave is active. In both modes, an internal
optimization computes the required activation patterns of the
ultrasound transducers.

In our rendering problem, we wish to modulate a pressure
field in space. One approach would be to extend emit-
ter phase modulation to support arbitrary target regions
with spatiotemporally varying pressure; another could be
to modulate high-velocity spatiotemporal control points to
maximally cover the target field. However, these approaches
would require the solution to a complex optimization of high
dimensionality (i.e., the activation pattern of each transducer,
or long-term point trajectories), running at high update rates.

Instead, we opt for an approach based on amplitude mod-
ulation, which allows direct control of pressure values, albeit
at a small number of points. We leverage the observation that,
in reality, pressure is not concentrated at focal points, but
exhibits a smooth fall-off determined by the wavelength of
the ultrasound signal (e.g., 8.6mm for the 40kHz of our test
device). This fall-off can be well approximated by a Gaussian
function ¢ [12]. Then, given a focal point at position x; with
nominal pressure p;, and a pressure fall-off with standard
deviation o, the pressure at position X can be characterized
as

lsxgl?

p(x):pl¢(||x_xz“)=p,e 202 (1)

If focal points are distant enough, we can safely assume
that the pressure at every location depends only on the closest
control point. Then, given a set of focal points {x;}, each one
of them defines the pressure field over its Voronoi region R;
according to (1).

B. Target Pressure Field

Given a fluid simulation defined on a volume domain D,
we are interested only in the pressure field on the surface
of the user’s hand. Moreover, parts of the surface of the
hand may be occluded from the ultrasound device, hence
it is pointless to try to match their simulated pressure.
Consequently, we define the target pressure field p*(x) on
a target domain R= {x € ]R3} formed by the portion of the

surface of the virtual hand that is visible from the ultrasound
device. Since the ultrasound phased array is capable of
producing pressure intensities, we clamp to zero the negative
target pressure values that occur when the hand moves away
from the flow.

In practice, we sample the target domain R with a set
of points. In Section IV-B we describe an efficient GPU-
based algorithm to extract the target domain R and the target
pressure field p*(x) from a fluid simulation.

C. Pressure Field Optimization

Based on all the ingredients described thus far, we define
the rendering problem as the search of N focal points and
their pressure magnitudes, such that the difference between
rendered and target pressures, p(x)— p*(x), is minimized
over the target domain R. Following the assumption that the
focal points are distant and hence the rendered pressure at
each point is defined only by the closest focal point, we
partition the target domain into the Voronoi regions of the
focal points, i.e., R =JR;. Within each Voronoi region, the

summed pressure diffelrence depends only on the pressure
magnitude of the corresponding focal point.

We propose an approximate solution to the pressure opti-
mization problem that works in two steps. First, we compute
the positions of focal points following a clustering approach.
Second, we estimate the pressure magnitude of each focal
point to best match the target pressure within its Voronoi
region.

1) Optimization of Focal Points: We formulate a clus-
tering problem using target pressure values as weights.
Formally, this amounts to minimizing the following objective
function:
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This objective function corresponds to a weighted k-means
clustering problem, which can be solved efficiently using
Lloyd’s algorithm [18]. The algorithm iterates steps where
it computes the weighted centroids of Voronoi regions and
then updates those Voronoi regions, until convergence.

At every render frame, we initialize the iterative algorithm
by placing the N focal points at distant high-pressure lo-
cations. In practice, we search for the N points in R with
highest target pressure, such that they are separated by a
distance larger than o©.

2) Optimization of Pressure Magnitudes: Once the focal
points and hence the Voronoi partition are fixed, we optimize
the pressure magnitude for each focal point independently.
For each Voronoi region, we formulate an objective function
based on the summed pressure difference between the target
pressure p*(x) and the actual pressure rendered by the device,
accounting for its fall-off as described in (1). This is a simple
quadratic function of the form

Flo) =Y (i (llx—xi[)) = p*(x))*. 3)
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By the optimality condition V f = 0, we compute the pressure
magnitude of each focal point as

pi= Lxer, P" (%) ¢ (|Ix —xif|)
C L O(x-xil)?

Once focal points and their pressure magnitudes are
computed, we output them to the driver of the ultrasound
device. The driver then executes internally the optimization
of transducer waves [19].

4)

IV. FLUID SIMULATION AND RENDERING PIPELINE

In this section, we describe our fluid simulation solver, as
well as the method for extracting the pressure field on the
hand’s surface.

A. Fluid Simulation

We apply our algorithm to the rendering of gaseous media
such as smoke. As in the work of Fedkiw et al. [7], we as-
sume that the simulated fluid is inviscid and incompressible.
Hence, its motion is described by the incompressible Euler
equations:

V-u=0,
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where u corresponds to the velocity of the fluid, p is the
pressure, p is the (constant) density, and f accounts for ex-
ternal body forces such as gravity. We solve these equations
following the standard advection-projection scheme used in
computer graphics [24], [7], [5], [27].

First, we compute an intermediate velocity field u* by
solving the self-advection equation in (5) using a semi-
Lagrangian advection scheme [24] and integrating the ex-
ternal body forces f with explicit Euler. Next, to ensure
mass conservation, the velocity field is projected onto a
divergence-free state by solving the pressure Poisson equa-
tion 0

2 *

\4 ’p*AtV"ua (6)
with Neumann boundary conditions (% = O) at boundaries
with normal n. Prior to the projection to the divergence-
free state, we explicitly enforce free-slip boundary conditions
(u-n=u"-n), i.e., we set the normal velocities at fluid
boundaries equal to those of the obstacles u*.

Following the state of the art, we discretize the simulation
domain D using a staggered grid, with fluid pressure defined
at cell centers, and fluid velocities defined component-wise
at the centers of cell faces. We achieve interactive simulation
times by implementing the entirety of the fluid solver on the
GPU. As in the work of Crane et al. [5], we enable massive
parallelism by solving the pressure Poisson equation using
Jacobi relaxation.

Due to semi-Lagrangian advection, numerical dissipation
might dampen interesting features of the flow, such as
vortices and eddies, which could be perceptually relevant. We
use vorticity confinement [25], [7] to inject additional kinetic

Fig. 2: Examples of fluid interaction showing target pressure
values extracted from the device’s view of the hand from
below (lower left inset) compared with reconstruction (lower
right inset). Examples are (a) stirring the fluid, (b) hand in
a smoke jet, and (c) creating smoke plumes.

energy at existing vortices, and thus alleviate the effects of
numerical dissipation.

For visualization purposes, we define immersed media,
such as smoke, through secondary density fields. We advect
these density fields at every frame using the same semi-
Lagrangian advection method.

B. Adding the Hand and Extracting the Target Pressure Field

In the fluid simulation, the user’s hand is treated as a
moving obstacle with known velocity. On every simulation
step, we rasterize a signed-distance representation of the
hand, along with its corresponding velocity field. This repre-
sentation enables an efficient classification of interior/exterior
points of the domain, as well as the extraction of the surface
normal, all under the same compact storage.

As outlined in Section III-B, we wish to extract the fluid
pressure on the portion of the boundary of the hand R visible
from the ultrasound device. To do this, we assume that the
ultrasound device is placed on one of the walls of the domain
D. Then, for every cell of this wall, we march inward into
the domain until we hit the first cell that is within one unit
of the hand, and we store this cell’s position x and pressure

p*(x).
V. RESULTS
A. Summary of the Complete Rendering Pipeline
In our runtime pipeline, we set different refresh rates for
the haptic rendering loop and for the fluid simulation loop.
We set the haptic refresh rate at 30Hz for smooth rendering.

At this rate, we sample the hand tracker, update the location
of the hand in the fluid simulation, extract the target pressure



(a) With emitter

c=8mm | 16 mm | 24 mm | 32 mm
N=2 | 0.357 0.283 0.220 0.197
N=4 | 0334 0.242 0.193 0.186
N=8 | 0.315 0.227 0.189 0.157

(b) Without emitter

o =8 mm 16 mm | 24 mm | 32 mm
N=2 1| 0.335 0.268 0.206 0.180
N=4 | 0313 0.228 0.180 0.170
N=28 | 0.296 0.210 0.173 0.168

TABLE I: The RMSE between target and reconstructed pres-
sure for different numbers of points N and different radii o of
the pressure model (columns) for two simulation conditions.
Lower values indicate higher reconstruction quality. In (a)
the hand interacts with a smoke emitter; in (b) the hand stirs
the smoke and there is no emitter.

field, optimize the focal pressure points and magnitudes, and
output these commands to the haptic device driver.

We set the fluid simulation rate at the highest possible
multiple of 30Hz; in our implementation, 90Hz. In this way,
we maximize the hand speed that can be robustly handled
by the simulation. With a domain D of 0.5 x 0.5 x 0.5m
discretized by 100 x 100 x 100 cells, the CFL condition
translates into a maximum hand velocity of 0.45m/s. In
practice, due to the numerical dissipation of the simulation,
we support even higher hand speed.

We run the fluid simulation and the haptic rendering on the
same thread, with 3 fluid simulation steps per haptic update.
We add a one-frame delay to the tracked hand positions, and
interpolate them at in-between fluid simulation steps.

We have executed our rendering algorithm on an AMD
Ryzen 7 2700 8-core 3.20 GHz PC with 32 GB of RAM and
a Nvidia GeForce GTX 1080 Ti GPU with 11 GB of RAM.
For ultrasound rendering, we have used an Ultrahaptics
STRATOS Explore (USX) device, running at 40kHz, which
also features a Leap Motion device used for hand pose
tracking.

Fig. 2 shows screen-captures of example interactions.
In all the captures, we compare the target pressure fields
(lower left insets) and the pressure fields resulting from our
optimization algorithm and reconstructed according to the
model described in Section III-A (lower right insets). The
results have been produced with N = 8 focal points and a
pressure fall-off with c = 16mm.

B. Algorithm Evaluation

According to the specification of the STRATOS device, it
supports amplitude modulation of up to 8 focal points and a
frequency of 40kHz, which corresponds to a focal diameter
of 8.6mm. Based on these values, we have evaluated the
rendering quality of our algorithm with different numbers
of focal points N, as well as different fall-off distances &
(which could be related to the focal radius). We used the
manufacturer-recommended setting of 200 Hz for amplitude
modulation, and typically settled on N =4 focal points, since
the power of individual points diminishes as more points

8 points 4 points 2 points
0=16 mm 0=16 mm =16 mm
8 points 8 points 8 points
0=64 mm 0=32 mm g=8mm

PP

Fig. 3: How pressure reconstruction changes with differing
numbers of focal points (top) and focal radii (bottom).

are used. Using pre-recorded hand trajectories for the smoke
stirring scene and the smoke jet scene, we have computed
the root mean square error (RMSE) of the pressure field
reconstruction under the different parameter settings.

Table I summarizes the RMSE results. A clear trend is
visible towards a better reconstruction of the target values
for an increasing number of points and larger radii. However,
in practice, reconstruction radii must be based on the area
of the hand affected by an individual focal point and thus
selected based on the device capabilities.

Fig. 3 compares the reconstruction quality under the vari-
ous parameter settings for one particular target pressure field.
The images show that as focal point radius increases with
respect to the Voronoi region size, the reconstructed values
flatten and thus the edges between boundaries decrease in
realism with respect to rendering. Thus, the focal point radii
should be selected to give good results with respect to their
distribution as well as separation.

C. Timings

Timing information for the algorithm can be found in
Table II. Timing data was collected and averaged over one
minute of simulation while looping the same trajectory used
in the evaluation described in the previous subsection. Each
simulation step takes roughly 6.21ms, and each optimization
step 8.5ms. Recall that the simulation runs at 90Hz and
the optimization and haptic rendering at 30Hz. The total
computation time per haptic update is then 27.13ms.

Timings per simulation step

Obstacles rasterization: 0.44 ms
Advection: 0.42 ms
Pressure: 3.58 ms
Boundaries and vorticity: | 1.77 ms

Timings per optimization step

Pressure extraction: 1.50 ms
Transferring to host: | 2.65 ms
Optimization: 4.35 ms

TABLE II: Timing data



VI. CONCLUSIONS

In this work we introduce the ability to interact with fluid
simulations using ultrasound haptics. To achieve this, we
have designed a novel method to display a pressure field
on the surface of the hand. We propose to find an optimal
set of focal points, minimizing the difference between the
reconstructed pressure field and the target pressure obtained
from the fluid simulation.

Choices of fall-off radius and number of focal points
were explored with respect to the expected reconstruction
accuracy. However, to fully evaluate the display method, a
perceptual evaluation is required, not only in these variables,
but also with regards to spatiotemporal aspects that may lead
to experience these moving focal points as a representation of
a dynamic field. We expect research in this direction to lead
to formulations that bridge the amplitude modulation and
spatiotemporal modulation control methods for ultrasound
haptics.
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